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‘opening’ up for the
Emerging ‘edge’

Pranav Mehta

Sr. Principal Engineer & Dlrector N
Infrastructure Research Lab -_, l

=§ [ ’hx" o







&
0100 000000

010 0 000011001001

11 10 0110001001100101010)10 100000

00: 00110010101110100011100170 11001100

003 00 0°0111°Q1201110 0301110001700000 o
181.410011001010 3 000110 1011
9 11n1oooo1ooatauu1owum
00100100000 0 M, 11100110000

0 111011001100101:11100 oioo 01:00 1101

e gcreation
1 1101 L L Igogp110
po1R 0140010 1 () 1¥0#100
0110% 011101000100 1000010011100110 011
£110110¢113011011100 11001001
©.101:010111011001100 a 0, 7 010004
011110010 000011101500 1 )
"\

Q0101
1
a0 1

110
1001w
s 1
0101011
010111001




5G accelerating edge
deployments

By 2019, 45% of data will be stored,
analyzed, and acted on at the edge

Drivers for
edge
Latency,
Bandwidth

Security

ork Hub Clre Clclua

. Netw Data
eoggabee o' cane



Visual cloud — most compelling
workload
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Immersive Media Use Case

Low latency, High
X BW immersive
w w D content delivery

Compute

partitioning for RT

interpolation &
rendering

Deliver 4-5DoF
content to wide
Field-of-View VR

display

Multi-camera X, | =]\, —
geometry, A 1§ |exal) 1
calibration, Iy /ﬁ//N I% pad Sf‘ l‘
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Video Analytics Use Case

Video Data & Presentation/
Metadata Interpretation

Live Video InlLine
Streams Processing
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Video Analytics Use Case

Video Data & Presentation/
Metadata Interpretation

Live Video InlLine
Streams Processing

40852204
21}192ds-ddy

Offline

Processing Storage/DB

E2E Scheduler

Analytics
Pipeline
Config

Query .

"compiler”



Creating an open end-to-ena
infrastructure

Edge
Common

Software
Stack

NETWORK

FUNCTIONEn

SILICON &

PLATFORM

TECHNOLO
GIES

Open
source
ecosyste
m

te(r

Intel® Xeon® Intel® Atom™

)

Processor Processor

) ="

rise & CLOUD CRHireless access

outing, SD-WAN, Network Security,
Application Delivery, Analytics)

Industry Standard Interfaces with Optimized Perf Libraries

Intel® Ethernet
Controller

W =
A

(Basestations)

Developer Environment & Platform

Cloud Agnostic Edge with Orchestration

Differentiated Edge Frameworks

Cable

(VCCAP & PON)

Altera® Intel® Intel 3D Intel®
FPGA SSD XPoint

QuickAssist

Edge central office

(VBNG, VEPC, CDN)

Intel®

Resource

Director——



summary

* The Evolving ‘Edge’ demands a New Infrastructure
paradigm than simply extending the Cloud

* Visual Cloud Workloads offer unique insights for system
partitioning challenges

* An ‘open’ End-to-End testbed — a necessity for creating
an Agile and Vibrant ecosystem



Mobile & M-CORD print

ONF Connect
2018



Where is the Edge for a Mobile Operator?

Sprint
: Satellite Regional DIA
POP Sit
[ 1Hes J { Sites } [ Sites J App
Backhaul_ (Metro Area
Aggregation Aggregation +
Routing) Edge Drivers

RAN

: .. “Edge”
Virtualization the “Edge

Reminder - Your Edge CANNOT go past
your RAN if you want to be efficient

Application requires it &
must move closer

Sites are too big to fail
Service/Customer requires it



M-CORD Projects with Sprint/Intel/GS Labs

Sprint
Recommended “Starter” Frame (1 Apache
instance of each component) -
c3po
40K Users
1K Control Plane TPS @ HSS @PCRF
42-80 CPU Cores e @ CTFJ N\
. . ) OpenMME @
System scale (via Cassandra) is ~1B endpoints (1 key space) / ControIPIarB
Designs exist for 1*10718 scale @ (CP) @
FPC Agent DR
(ODL) Router
l—l DataPlane | \_ sgx_cdr/
Vo (DP) .
\_ ngic-rtc)
PDN(s)

“frame” - a minimum footprint to try out the
solution. Each component can scale higher.



We do more than build functions

Sprint
B
poc Validation Intermediate Al based Test Systems Validation
o System Language Frameworks MLCORD
Specifications (C/C++, Java, etc.) orojects
To date

» validation code has caught ~4K specification defects/nits
» Spec to code is

» up to 20 hours of work (dependent upon # of errors)

» Average is ~90 minutes for documents following existing formats
» We can rapidly prototype features with scale



M-CORD and Sprint — The road ahead

e Generation support for GTP, Sx, NAS and Open API Sprint
e Automated Al test generation for any protocol

e ngic_rtc support for Sx and possibly N4
e Option 3x for all components

e UPF / Control plane readiness for field testing
e License support process (with partners)

e NGC (as specifications are ready)
e 4G scale & feature testing
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Open Networking Foundation

MOBILE EDGE CLOUD

Trailblazing Activities at ONF on Their Paths Towards New RDs

Oguz Sunay
Chief Architect Mobility
December 6, 2018



Needs a dEdg%()CIo

re anyEnd-User Services

Enabling Disaggregated, Distrib u e

DISAGGREGATED RAN
4 PROGRAMMABLE RAN

| Edge [HEES
! Services FER
RU = —

ANTENNA
SITES SITES

GLOBAL ORCHESTRATOR DISAGGREGATED CORE

] -c- IR
UDM - NG: CORE CP

DISTIBUTED SERVICES

E———
~

Services

CENTRAL EXTERNAL
MULTI-ACCESS EDGE CLOUD CLOUD SERVICES



Zooming in.on,the,Edee

= Multi-Cloud Connectivity
Near-RT

—————
-

Neighbor
Edge
Cloud

Switch

MULTI-ACCESS EDGE CLOUD



Converged Access and Core

On the Path Towards a New RD




Ligrht-Wei(%ht_ Og)nen Sogﬁrce I;_PC

owards Prdductizatibn with a Tight Timeline

Focus on Fixed Mobile Substitution Service
Minimum Viable Product Desired
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Edge Optimized Converged User Plane

3GPP
CORE-CP

3GPP

Near RT-RIC CORE-CP

ONOS

P4 Runtime - OAEM

Edge-Optimized User Plane Function
(CU-UP + UPF + BNG-U)




Edge-Optimized Converged Control Plane

Converged

Authentication
Mobility and Session

Management Management

Near RT-R|C —

ONOS

Unified Edge User Plane Function
(CU-UP + UPF + BNG-U)




Multi-Access Edge Cloud

On the Path Towards a New RD




ylti-Access Edge Cloud

Enabling Distributed Services Atfoss M

Multi-Access
Edge

Cloud S Sss Neighbor
- Edge
Cloud




Multi—Ac,ceCsosmFI;gn%e Cl

ud
Integrated Solution Leveraging ntary gpen Source Solutions

ONAP

E2E Service Mesh Layer

Converged Access/Core and Edge
Akraino Services

ele] Public

Chain CORD Platform
(ONOS, Trellis, VOLTHA, NEM, ..) Ckﬂé‘? o/u-lc-:lelco

Akraino Base Platform
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Open Networking Foundation

Open Call for Active Participation

Let us enable the open source Multi-Access Edge Cloud Towards
Converged 5G — Broadband Access Enablement




