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A	high-level	view	of	SEBA	
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Lowering	the	bar	through	virtualization	
●  Emphasis:	integrate	&	operate	in	production	environ	
●  But	suppose	

○  A	potential	partner	wants	to	get	started	with	SEBA	
○  A	SEBA	developer	wants	to	run	basic	E2E	tests	on	his	code	
○  The	QA	team	needs	to	run	integration	tests	per	patchset	

●  Purchasing	/	managing	/	installing	HW	could	be	a	bottleneck	
●  Not	much	value	in	real	HW	for	these	users	
●  With	virtual	HW,	could	run	SEBA	in	a	single	server	or	VM	
●  Good	enough	for	much	development	/	testing	/	evaluation	
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SEBA-in-a-Box	
●  Leverage	PONSIM	and	Mininet	

○  VOLTHA’s	PONSIM	module	virtualizes	the	RG	/	ONU	/	OLT	
○  Use	Mininet	to	virtualize	the	agg	switch	/	BNG	/	DHCP	server	

●  Fast:	Installs	in	10	minutes	
○  Downloads	pre-built	Docker	images	from	Docker	Hub	

●  Easy:	Download	a	repo	and	run	“make”	
○  Sets	up	a	single-node	K8S	cluster,	VOLTHA,	ONOS,	XOS,	Mininet	

●  Lightweight:	run	in	a	VM	(on	EC2	or	a	laptop)	
○  m1.large	VM	on	EC2:	8GB	RAM,	2	vCPUs,	10	cents	/	hour	

●  Customizable:	Use	local	copies	of	Helm	charts,	Docker	images	
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SEBA-in-a-Box	Dataplane	
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“Demo”	outline	
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●  Inspect:	
○  K8S	pods	in	voltha	and	default	namespaces	
○  Devices	in	ONOS	and	VOLTHA	
○  Bridges:	pon0	and	pon1	
○  XOS	GUI:	AttWorkflowDriver	Service	Instance	

●  Inside	RG:	
○  Run	802.1x	authentication,	AWAITING	=>	APPROVED	
○  Run	DHCP	client,	get	IP	address	
○  Ping	BNG	@172.18.0.10	



Kubernetes	pods	-	“voltha”	namespace	
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PONSIM pods 



Kubernetes	pods	-	“default”	namespace		
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Loads SiaB-specific 
TOSCA into XOS 



Devices	in	ONOS	and	VOLTHA	
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Linux	bridges:	pon0	and	pon1	
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XOS	GUI	-	before	subscriber	auth	
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802.1x	Authentication	
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XOS	GUI	-	after	subscriber	auth	
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Run	DHCP	client	
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Erase K8S-assigned address 

Don’t worry  
about this! 



XOS	GUI	-	after	DHCP	
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Ping	to	BNG	works	now	
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Summary	

●  SiaB	is	a	real	SEBA	pod	with	virtual	hardware	
●  Good	on-ramp	for	the	community	

○  About	half	the	questions	on	Slack	are	in	context	of	SiaB	
○  =>	SiaB	is	doubling	SEBA’s	popularity	

●  Community	contributions	to	SiaB	
○  Use	real	OpenFlow	switch	+	server	instead	of	Mininet	
○  Support	for	multiple	ONUs	/	RGs	(in	progress)	

https://guide.opencord.org/profiles/seba/siab.html	
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