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Introduction

With the growth of the complexity of the network functions, it is difficult to take
care about the status of each function elements.
— Physical infrastructure
— Virtual network functions
 The CORD usecase- QCT service assurance architecture (QCT-SA) was born to
reduce the effort of monitoring.
* Monitored elements include:
— QCT hardware
— NFVI, ex. openstack
— VNFs
* The intelligence- analysis and events.
— QCT-SA proactively notifies the events when abnormal monitored data happens.

— Closed Iooi automation



The Goals

* Monitoring everything.
— QCT 3S 1R, NFVI, and VNFs.
* An exclusive Ul is proposed to display the data and events.
* Event notifications and data analysis for maintenance (future work).
 QCT provides
— Architecture and APlIs
e Co-work with QCT

— Develop and integrate telemetry APIs with vendors.
— Design telemetry metric, alerting rules, action policies.
— Customize dashboard for a particular VNF.



QCT CORD Ready Pod System Architecture
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QCT-SA Architecture
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QCT-SA Deep Dive (Data Collecting- Collectd Cluster Type)
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QCT-SA Deep Dive (Data Collecting- Collectd Agent Type)
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QCT-SA Deep Dive (Display and Event Driven Actions)
— MANO Lite

Policy Engine
VNFs Alert Messages A

Virtual

Infrastructure
VNFs

(Prometheus)

\

Alert Manager
- - \ Time series DB

OpenStack t
~ . Statistics Dafa)) | -caec

QCT Infrastructure
(Servers, NVMe JBOF, FPGA JBOG, SSD/HDD JBOD)

R




VNF and Infrastructure Manager

* An abstraction layer of device configuration.
— Provide a common interface for VNF or infrastructure configuration.
— Isolate the VNF control plane from public network to increase security.

e Using common REST APIs to deliver the configurations to the heterogeneous
systems.
— EPCVNFs
— OpenStack
— QCT infrastructure (RSD, IPMI,...etc.)

* Reduce the configuration complexity.



Closed Loop Automation in CORD
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Dashboard Map

Visualization Layer

* CORD architecture + NFVIresource * Major service state « Uplink / downlink « Location of base
+ EPC throughput * Resource usage throughput station
* Operation log * Allocated #VM  Subscriber attach/  « Fixed line throughput
» Network throughput detach rate * Mobile network
» Compute node CPU « Forwarding rate throughput
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+ Compute node RAM
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QCT-SA Onboarding to CORD
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We can not hide
the innovations!!!



System Prototype
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System Prototype (cont’d)
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Conclusions

 We proposed a service assurance framework and integrated with CORD.
— Statistics monitoring
— Alert
— Event driven actions (policy)
QCT provides
— APIs
— Customization for VNF vendors

The intelligence
— Alert system
— Data analytics and event driven adaption abilities.

An exclusive Ul interface is proposed to display the iconic statistics of the system.
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