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LF Edge — New Umbrella for Edge Projects

Drivers
» Complementary and aligned vision on multiple LF projects
> Fuels faster adoption and deployment
> Edge market is fragmented and creating a larger entity provides

leadership
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Where are the edges?

Distributed cloud, edge compute, Al/ML, 10T, 5G, VNFs/NFV, FMC

EDGE EDGE EDGE
MEC server, 97% of EDGE
Enterprise Al/ML, loT, 5G 00

VNFs, VEPC,
operators MEC, distributed AR e S

plan VNF RAN, VRAN, 85% of operators 70% of operators plan

o
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Akraino R1: Tested & Validated Blueprints

Akraino Blueprints & release

Reference
Architecture
For Edge Use cases

3 Dedamve &Tm
E Configuration
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e |1+ Blueprint families, 20 Blueprints under
development

e Community-tested & validated on real
hardware, Akraino Labs by members and

community.

Blueprints - approved & tested declarative
configuration based on use cases, set of hardware, POD &

software
Reference Architecture - defines Akraino building

blocks
Declarative Configuration - hides lower layer

complexity to user
CIl/CD, Integration & Testing Tools - drive product

quality
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Why Akraino Blueprint?

Akraino Blueprints S

(D e DS Q

Use Case Based Fully Integrated End Proven and Tested Community Life Production Quality
to End Solution (CI / by Community Cycle Support
CD)

(V) ocpP
o o Zero Touch Industr
o y :
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Akraino Executive Summary

Akraino is an Edge project targeted to

> Address Telco, Enterprise and Industrial loT use cases

Mission:

1. Create end to end configuration for a particular Edge Use case which is complete, tested and production deployable meeting the
use case characteristics {Integration Projects - Blueprints}

2. Develop projects to support such end to end configuration. Leverage upstream community work as much as possible to avoid
duplication. {Feature Projects}

3. Work with broader edge communities to standardize edge APIs {Upstream Open Source Community Coordination - For example,

Socialization, so community tools and Blueprints can interoperate. This work can be a combination of an upstream collaboration
and development within the Akraino community [i.e. a feature project]}

4. Encourage Vendors and other communities to validate Edge applications and VNFs on top of Akraino blueprints {Validation
Project - ensures the working of a Blueprint}
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Use Case 1: Operator’s Owned Network Edge

Optlmal Zone For Edge Placement
Millions Thousands

AKRAIND
EDGE STACK
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Enterprises Public
buildings

@ Other Telco
& Real Estates
(Wire Centers,
etc.)

Autonomous
Vehicles

Wireline

Device* Last Mile Network* Access* Edge Computing Backbone
~2ms <5ms 1-3ms ~5-20 ms ~2-100
Edge Placement
* Estimates Telco
AKRAIND Operated
EDGE STACK 9

Customer Access

Centralized
Clouds

Public
Clouds

Non-Accelerated Processin: Processing
~5-50 ms

Not Optimal
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Use Case 2: 10T Driving the New Edge for Enterprise /A 8KRAING

Retail, Transportation, Healthcare...

CLOUD NATIVE £ openstack. CILFNETWORKING IEIUIEIE ngglcE EDGEXXFOUNDRY

COMPUTING FOUNDATION

[\ Lo |
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Retail Hospitality Healthcare Manufacturing Transportation
& Logistics

ﬁ%% Enterprise nl)EET

1]
4[] & Data Q_m_:l
Enterprises Centers Public Buildings
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“Southbound” Devices, Sensors and Actuators

FIKII'E\'FIIHU 2oMN=

STACK 10 connecT



Akraino R1: Unifying the Edge

Akraino Edge Stack Issues Premier Release, Sets Framework to Enable 5G, loT Edge Application
Ecosystem

® Inaugural release unifies multiple sectors of the edge across disciplines, including loT, Enterprise, Telecom, and
Cloud
Delivers tested and validated deployment-ready blueprints
Creates framework for defining and standardizing APIs across stacks, via upstream/downstream collaboration

SAN FRANCISCO - June 6, 2019 — LF Edge, an umbrella organization within the Linux Foundation that aims to establish an
open, interoperable framework for edge computing independent of hardware, silicon, cloud, or operating system, today
announced the availability of Akraino Edge Stack Release 1 (“Akraino R1”). Created via broad community collaboration,
Akraino’s premiere release unlocks the power of intelligent edge with deployable, self-certified blueprints for a diverse set of
edge use cases.
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http://www.lfedge.org/
http://www.linuxfoundation.org/
https://www.lfedge.org/projects/akraino/

Functional View: R1 Blueprints in Akraino Edge Stack

Telco Appliance/REC — SEBA Blueprint targeted for R2 (both Intel & Arm)

Application —
Interoperability

Infrastructure

Device Edge

Blueprints
AKRAIND
EDGE STACK
Provider Access
Edge (PAE)‘
Radio Edge  Far Edge‘
Cloud (REC) StarlingX ®
© ELoT ® iEc @ Network Cloud
|I0T GW/uCPE ~ (Type 1&2)  (Unicycle, Rover)

Control Edge

Gateways (Thin and Thick) Radio Edge

Industrial/ Telco MDC

Telco/Cloud
Edge

On-Prem

Edge DC Edge

Appliances /HCI
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Akraino Community Lab

J\ » Akraino hosts community lab for additional validation of blueprints
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Akraino Edge Stack Technical Community

Technical Community Collaboration

« Akraino Technical Community Calls: once a week to discuss:
 New Project Proposals
« Collaborate with other communities

>
@

» https://wiki.akraino.org/display/AK/Akraino+TSC+Group+Calendar

/» AKRAIND goNn—
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How to get involved..

Join Akraino Community Events and calls

Join the projects’ mailing lists and

participate in the discussions

15

Key Links:

Website:

https://www.Ifedge.org/projects/akraino

Wiki:

https://wiki.akraino.org

Gerrit:
https://wiki.akraino.org/display/AK/documentation

Mail Lists:

https://lists.akraino.org/g/main

Blueprints:

https://wiki.akraino.org/pages/viewpage.action?pageid=1147243

Calendar:
https://wiki.akraino.org/display/AK/Akraino+TSC+Group+Calendar
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https://www.lfedge.org/projects/akraino
https://wiki.akraino.org/
https://wiki.akraino.org/display/AK/documentation
https://lists.akraino.org/g/main
https://wiki.akraino.org/pages/viewpage.action?pageid=1147243
https://wiki.akraino.org/display/AK/Akraino+TSC+Group+Calendar
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SEBA/VOLTHA Deployed and Supported by Akraino

Access Domain
Manager

Kafka
Common & VES
Config & Status P Data Model

Cross-Domain Correlation & Automation

//'Es

Domain Specific Controller

0SS/BSS <+—>

Helm charts & SW
repo

Helm & K8s

Kafka & VES
(FM/PM/Logs)

_____ Kubernetes
(K8s)
Cluster

Mgmt Network

Common

Backbone Akraino
Regional

Controller

Akraino Regional Controller —
Infrastructure Orchestration of SEBA
Site(s) -

Install OS, K8s “bare-metal”’, Helm
server.

Akraino POD with Blueprint —
Provides common OS, Infrastructure,
Kubernetes, and Helm charts that
instantiate SEBA
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COMAC / O-RAN Supported by Akraino

Telco Cloud Appliance - Radio Edge Cloud/ SEBA/ COMAC

ONAP

RIC Dashboard

A1 Mediator E2 Manager Routing Manager xApp Manager

Portal

=

Regional
Controller
Remote Installer

Manage
Switch Manager
Server Manager
Network Manager
Blueprint LCM
Artifact Manager

Performance/Fault
Manager
HW Management -

“

Host Rest API CaaS API

Elasticity

High Availability Symptoms Audit Trail FM collect

User mgmt. (AAA) Logs collect PM collect

W
;
e DN

Airship 1.0+ (Future)

-~ -

RIC xApps - examples

RIC Basic
functions

RIC PaaS

NBI APIs

Middleware

Hardware

* Target architecture shown here and the fully installable building blocks is in R

Purpose/Features

Telco- grade edge cloud platform
for near-real time container
workloads.

Automated CD pipeline testing the
full software stack

AKRAINDG
EDGE STACK

18

oM

comnmecCT



Akraino as a Common Foundation for ONF Projects

TRELLIS

Overlay (VTN)

Underlay (SR)

SE3N

@ONAP []CcLouD NATIVE AKRAIND A Touch-pointsto

IINANET | COMPUTING FOUNDATION EDGE STACK o C|0ud Ecosystem

CcCOMAC

3GPP Core
(OMEC)

Cu-C

Converged Cu-u

Core

Near RT RIC

RIC

Converged
User Plane

Non RT
Analytics

Mobility
Management

wte Box Infrastructure Disaggregation Virtualization Cloudification Orchestratio/

Akraino provides common, “cookie-cutter”
method to deploy at scale with automation.

Onboard bare metal,

Blueprints instantiate a function, set of
functions, or create a cloud instance for the
global orchestrator to operate.

Centralized control and telemetry allow
managing many deployments in a unified way.

Loosly coupled, no lock-in.
Use it or lose it —it’s up to you.
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Call for colloboration between Akraino and ONF community

Establish stronger cross community collobroation beween ONF and Akriano
Akraino to integrate ONF Software with Akraino Edge Stack to deliver ETE stack.
ONF community to use Akraino BP for ETE functionality testing and in to production deployment

Reduce cost by upfront integration, full ClI/CD and functionality testing by the community

VoWV WV WV WV

Adopt Whitebox hardware solutions to reduce cost and increase innovation
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Thank You

Follow Up Link:
http://akraino.org



