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Highlights of Open Compute Project
and Open Spec. Hardware

Bill Carter — CTO OCP
Tom Anschutz — IC Co-chair OCP (AT&T)
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Community Driven, open-source hardware for Data Center & beyond -

Efficiency: Platform Performance, Infrastructure Cost, Power Conversion &
Delivery, Cooling

Scale: Fast, Simple, Tool-less Maintenance, OCP Compliant, Management
Tools, Documentation

Openness: Open Source, Open Interfaces, OCP Compatible

Impact: Efficiency Gains, New Technology, Leverage/Empower Prior
Contributions, Supply Chain



OCP COMMUNITY: PROJECTS & SUB-PROJECTS
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WHAT IS SHARED?

5 —&) i3
“ O CH
.’ o O 0 0O
o FYY Y
PRODUCT/FACILITY
SPECIFICATIONS RECOGNITION TESTED CASE STUDIES WgSmAHI%PS

CONFIGURATIONS

D:9 = (=
r e mITE . r—
© = A

REFERENCE
DESIGN FILES  ARCHITECTURE EMBEDDED TESEWSEFL@LS VIDEOS

SOFTWARE

NO IP ASSIGNMENT
Shared via a Royalty Free Patent Non-Assert CLA, any OSl license or Copyright License.




OCP PRODUCT RECOGNITION PROGRAM

PRODUCTS VALIDATED BY OCP CARRY THE OCP MARK

Products that comply 100%
with an existing approved
specification and the design
OCP files are open sourced and
ACCEPTED available. All levels are
eligible.
Products that comply 100%
with an existing approved
specification and are

OCP

INSPIRED Platinum Members are

eligible.

available. OCP Silver, Gold or

For Adopters
Are they truly open?
Look for the OCP Cert Marks

Include them in your RFP

For Suppliers
Apply for the Cert Mark @ OCP
Itis FREE
Get the Logo and advertise!




OCP FACILITY RECOGNITION

Facilities that are compliant with the OCP’s Colo Guidelines will receive an OCP Ready

OCP Guidelines for Colos - Checklist " e
File Edit View Insert Format Data Tools Add-ons Help Lastedit was made on May 16 by Brevan Reyher
~ o~ & P 100% - $ % 0 .00 123~ Calibri - 2 - B I SA ¢ H =E-:-0-%
Jx  Data Center Subsystems
A B c D E
1 [Data Center Attribute | |opti
27 Data Center Access
26 Data Center Access Pallet ramp Available
sized to sized to 50
29 Data Center Access Goods In Area 24 crated cabinets (add size in sq. | | crated cabinets (add size in sq. m/ sq.
m/sq. ft.) ft.
30 Data Center Access Secure storage area sized to sized to 0

Electrical Systems
Electrical Systems

Electrical Systems
Electrical Systems
Electrical Systems
Electrical Systems
Electrical Systems

Electrical Systems
rical Systems
Electrical Systems

Electrical Systems

In Rack Power shelf

Number of independent circuits to the
rack

Circuit Capacity

Power receptacle / WIP type

Voltage (single phase)

Frequency

Central, upstream UPS
considerations

In Rack Battery Backup Unit (BBU)
BBU Autonomy time

Central, upstream UPS

Generator Start-up time (if using rack
BBU)

24 crated or uncrated racks

2+1 redundancy
N (A)

3¢ 16A

IEC60309-2 5 wire or IEC-309 16A
180 - 264 VAC

4763 Hz

Yes - if no BBU

Li-ion

90 Seconds

None

<1minute

Containment hot/cold applicable

Cooling System

Cooling System Rack airflow direction Front to Back
Cooline Svstem Air containment methods

+ = Revision, Licence & Use ~ | Checklist - Simple Checklist - Detailed ~

crated or uncrated racks

5+1 redundancy

2N (A+B)

3¢ 324

IEC60309-2 5 wire or IEC-309 32A
180~ 264 VAC

47-63 Hz

No- with BBU

Li-ion or LiFePO4
>3 minutes
None

<1minute

Front to Back

Hot aisle containment.

Recognition Scorecard ~

Mark. This means that they are ready for OCP Solutions.
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Compute Project

COLO SOLUTION PROVIDER



Cumulus Express offers turnkey solution featuring an open networking
switch, which is preloaded with the Cumulus Linux operating system, inst...

Solution Providers: Cumulus Networks, Circle B
OCP

Part #: CX-8032-S-F-B ACCEPTED

Designed for demanding storage and computing workload this server is
ideal for a Mail-server, Database, E-commerce and High-performance Co...

o ocP
Solution Provider: Quanta Cloud Technology & INSPIRED

Part #: D51B-1U -1S2BZZZ000H

Designed for optimal data center co-location requirements, focused on
reducing Total Cost of Ownership through efficiency and adhering to OCP ... =

Solution Provider: Kao Data
Part #: KLON DC1 - TSO1 to TSO4

OCP MARKETPLACE

The s a
listing of the OCP Products
and Facilities available
through OCP Solution
Providers. If you are
interesting in listing your
products or facilities on the
Marketplace, sign up to be an



https://www.opencompute.org/products
https://www.opencompute.org/sp/how-to-become-a-solution-provider

ADOPTING OCP GEAR

Go to the OCP Solution Provider

Directory and find your local OCP
SPs.

https://www.opencompute.org/sp/

D P E I l opén—compute'—projectlsolutioﬁ—

Compute Project providers

SOLUTION PROVIDER® Go to the OCP Marketplace to find
OCP Solutions
https://www.opencompute.org/pro
ducts



https://www.opencompute.org/sp/open-compute-project-solution-providers
https://www.opencompute.org/products
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Something New For Telco!
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Introducing OpenEdge

OCP Accepted Chassis:

®  Allaspects of the design are open and contributed G g .
®  Multiple OCP members are interested in supplying or integrating o : o
Edge Chassis: 0 0 0
®  Does NOT try to extend a complex bus among computers AFCA !

®  Power and management LAN are shared through RMC

®  Meetsrequirements for CO and CS deployments

®  Provides a way to adopt OCP without deploying a whole rack
With 1RU and 2RU Server Sleds:

¢ Modest compute in 1RU x 2 width

¢ Compute + GPU in 2RU x %2 width

But with the chassis providing power and management to 5 slots ...

Consume. Collaborate. Contribute. 10



What is OpenEdge?

OpenEdge is a General Purpose Chassis for Edge Cloud and...
OpenEdge is well specified to provide Edge Cloud Infrastructure

®  Canbedeployed in existing places and spaces without facility retrofits

¢ Provides 2 kinds of server types today

But Edge Cloud can gain from more than just servers

®  Common chassis solves scale down

®  verysmall deployments can be encumbered from minimum necessities

®  Switchingis also desired - both traditional as well as new “fronthaul switches”

®  Wireline has peripheral requirements in OLTs

®  Wireless has peripheral requirements in eNB and gNB components

All these additional components need power and management connections

¢ Operations simplification, as power and chassis remain in place through server and switch refresh cycles.
®  Since managementis plug+play, automated discovery and onboarding is well enabled.

¢ OpenRMC provides RedFish compatibility at the chassis level, simplifies node integration & provides pass-through access

Consume. Collaborate. Contribute. 11



What’s Next
for OpenEdge?

What Else
Could | Do?

* Compute

* GPU + Accelerators
* Switches

* Access

* Other?

12

Consume. Collaborate. Contribute.



What’s Next for OpenEdge?

Open Programmable PON

Adopts OpenEdge 1RU sled
16 ports 10/25G PON
4 x 100G uplinks

System is non-blocking

Fronthaul Switch

Again in the OpenEdge 1RU sled
16 Ports 10/25 GE

4 x 100G uplinks

Timing

System is non-blocking

“TOR” Switch

16 Ports 40/100GE
10/25 breakout to servers

Flexible uplinks

Consume. Collaborate. Contribute.
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What’s Next for OpenEdge?

Open Spec Servers

*  Nokia Open Edge Server Spec

®* OCP Open Edge Base Spec
—  Meet ONF SEBA use case
Meet both O-RAN and OTII use cases

* Single Socket

®*  Focus on Power Efficiency
* Scaleupand Down

®* CPUvariety

®*  Focus on common operations “surface”
—  OpenBMC
Open BIOS
—  TPM

Consume. Collaborate. Contribute.

14



How Does OpenEdge
enable Convergence?

Multi-Access Edge Cloud

*  White Box Infrastructure
* Disaggregation

* Virtualization

* Cloudification

* Orchestration

Consume. Collaborate. Contribute. 15



How Does OpenEdge lead to Convergence?

M/AESC

IRAN

O-RU

coMmAnCcC

Overlay (VTN)

3GPP Core
(OMEC)

CUHC

Underlay (SR)

O-DU

CU-U

Converged
Core

Non RT
RIC

Near RT
RIC

Converged
User Plane

Non RT
Analytics

Near RT
Analgtics

Mobility
Management

AKRAIND CLOUD NATIVE ‘\ }Basis (roots) in
EDGE STACK COMPUTING FOUNDATION AR Cloud Ecosystem

Consume. Collaborate. COTrerieee




Open Edge Requirements

To be avibrant Ecosystem ...
* Multiple Suppliers for the Chassis
*  Multiple sleds with different functions

« System Integrators that can compose
multi-supplier solutions

*  Open, Common RMC - Common BMC
on like products

¢ Common physical “Ul” like lamp colors
and meanings

* It must also meet your needs...
We Need Your Contributions!

Consume. Collaborate. Contribute.

17
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Thank You

Follow Up Links:
opencompute.org



