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Operator Opportunities with P4 on=

- ONF is an operator led community built by and for network operators

. The ONF community has embraced P4
Host to P4.org and open source P4 programs
. Stratum: switch OS is build around P4
- Extended ONOS to support P4 and P4Runtime

P4 is making its way into all major ONF use cases and solutions
- Trellis

- SEBA

- ODTN
- Aether
« NG-SDN
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Enabling SDN =ne

- ONF has deployed Trellis with OpenFlow at Comcast

. P4 is enhancing Trellis
- P4 provides a clear contract that enables heterogeneity

- P4Runtime offers multiple improvements to OpenFlow
« protocol level (move to gRPC) & path to extensibility

- P4 offers enhanced data plane feature velocity

- Trellis works on switches from multiple hardware vendors using Stratum

SA J

pen Network Operating Syste:

Internet

Upstream Router

Central Office

Field Office



h

N
Improving Network Functions em=

- ldea: Disaggregate a network function and embed the data plane into
hardware

- Benefit:
. Increased performance
- Reduced latency and jitter
- Reduced compute resources and power consumption

. Examples at ONF: SD-BNG, Aether 4G/5G User Plane
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Enhancing Visibility em=

P4 community has introduced INT: In-band Network Telemetry
. Allows for monitoring any (and every) packet

Improved user experience and enhanced debuggability
Path to added customer revenue
Less customer downtime

P4 is the basis for zero-touch operations and closed loop control
Required to scale operations without dramatically increasing cost
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Open Platforms for Innovation

. fabric.p4
Built for operators (L2/L3/MPLS/Double VLAN/Multicast)

Foundation for network functions (INT, SD-BNG, Aether UPF)

Stratum
Next generation, thin switch OS
Supports P4/P4Runtime and OpenConfig/gNMI/gNOlI
Works on data center switches, NICs, packet-optical transponders, and software

switches

- ONOS

SDN Control Plane with high performance and availability
Supports OpenFlow, P4/P4Runtime, and OpenConfig/gNMI

.- Trellis
SDN-powered leaf-spine fabric with Network Operator features

Designed for scale and extensibility


https://github.com/opennetworkinglab/onos/tree/master/pipelines/fabric/impl/src/main/resources
https://github.com/stratum/stratum
https://github.com/opennetworkinglab/onos
https://docs.trellisfabric.org/
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Kaloom 5G UPF

* The Kaloom UPF is a highly scalable, distributed low latency UPF
based on the Intel Barefoot Tofino ASIC

* It is highly programmable and can be updated and augmented in the future
using software

* It is designed to support multi-terabit speeds on a single Kaloom UPF
node

* |t offers extremely low latency (< 4 ps) to support demanding 5G
applications

* Extremely energy efficient

~ .
Kaloom™ ONF P4 Expert Roundtable 2 ( kaloom )



A programmable data plane

 Add new features and services in runtime without
impacting traffic

* Allow developers to develop new code and drive
Innovation

e Avoid vendor lock-in & eliminate the need to wait for
silicon upgrades

* Allow for customer programmability
* Industry standard P4 programming language D
* Hardware Independence

A
Kaloom™ ONF P4 Expert Roundtable 3 ( kaloom )



Kaloom UPF Key Benefits

G

10x

TCO
Reduction

Multi-terabit
speeds

Millions of users

Kaloom™ ONF P4 Expert Roundtable

Fully Standards
based

Centralized/
Distributed

. <kaloom>



5G Packet core based on the Kaloom 5G UPF

Authentication Unified Data Network Exposure Network Function
Server Function j¢— pN13 —¥ Management Function Repository
(AUSF) (UDM) (NEF) (NRF)
* Nausf Nudm Nnef Nnrf
N12 N8 N10
—
L// l
Namf Nsmf
Core Access & Mobility Session Management C?:::ZI Application
Management Function Jé— NI11 Function 4 N7 —p Function NS —pf Function
(AMF) (SMF) Y (AF)
(PCF)

* N15 j

N1 N2 N4
|
| 1

byl Data
«— (RJAN f¢&— N3 —F cunction 1 N6 ———»\ Network
(UPF)
Kaloom’s Focus

Kaloom™ ONF P4 Expert Roundtable
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Packet processing model

PDR
PFCP
PFCP session’s PDR
Session look PDR look up PDR | FARs QERs URRs
Packet In _up (find Vel Packet Out
» | (find PFCP —¥ matching PDR L
session with PDR of the Apply Instructions set in the
a matching PFCP session matching PDR
PDR ) with highest
precedence)

UPF Data plane

*  PFCP session lookup

* PDR: Packet Data Rules (flow identification)
* FAR: Forwarding Action Rules

* QER: QoS Enforcement Rules

* URR: Usage Reporting Rules

~ .
Kaloom™ ONF P4 Expert Roundtable 6 ( kaloom )



Kaloom’s Hardware Strategy

* Kaloom strongly believes in a heterogenous hardware strategy and
using the hardware best suited for the required characteristics

* P4 is supported on

Control Plane

heterogenous hardware s
including " [ Weorkrnctin _—
e Intel XEON CPUs sl
, - +
* Programmable ASICs such as Fjg;t:)’“ *
. Network Function
BarefOOt TOfInO L Data Plane | P4 Data Plane application
 FPGAs (Stratix 10) and FPGA ,

based SmartNICs from Intel fexarmple

* The Kaloom dataplane can
execute on any of these e ——
platforms including any
combinations

AN
Kaloom™ ONF P4 Expert Roundtable 7 ( kaloom )



Thank you!!

N
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Canopus Networks




The Challenge

/n
I T

Global Internet traffic is growing Global Telco (ISP) revenue for Australian traffic grew +50% YoY
at 26% each year, i.e. 2015-18 grew by 3.7% while revenue declined -4.1% 3!
doubling every 3 years m and margin by 0.6%

Operators are largely driving blind:

= No visibility into CX; under constant pressure to “fatten” network pipes

- Over-the-top (OTT) providers get the benefit; operators get the blame

= “Connectivity” is a commoditized service with diminishing margins

= ISPs must create new value-add services and retain customers via exceptional CX

[1] https://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/white-paper-c11-741490.html C \ \I“ O P U S
[2] https://www.ey.com/Publication/vwLUAssets/ey-accelerating-the-intelligent-enterprise/SFILE/ey-accelerating-the-intelligent-enterprise.pdf Y

[3] “ACMA says Telco sector revenues down despite explosion in data usage”, CommsDay 27-Feb-2020.



Existing DP| Solutions

Custom hardware appliances:

- Expensive
= Single-purpose

VNF software solutions:

- Hardware cost per Gbps is high (compared to network switch)
= Scaling to 400Gbps and beyond requires excessive cores

CANOPUS



The Canopus Approach

P4-programmable switch:

- Absorbs majority of traffic, low cost per Gbps

- Exports fine-grained per-flow telemetry

Al engines:

= Applications have “pulse” signature
- Used to derive application type and CX

Software “app” + off-the-shelf hardware

= Cost, scale, vendor choice, multi-purpose
- Encryption resistant and future proof

Canopus-Al classification AP Video, conferencing, gaming,

experience measurement

—
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software upgrades, downloads,
social media, file storage, ...

: mml=l Tofino P4 chip —
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On-Demand (Netflix) and Live (Twitch) Video

Active Netflix Sessions

Current Buffer State vidth Duration y Juality Buffer State View Details

All

v @ 2 Stable Mbps S 0
sandra.br. 2 - Mbps 33.4 mins
0 32.5 Mbps
brad.hutc.. Stable : g AVERAGE AVAILABLE BANDWIDTH

rahat.bal..
Active Twitch Live

solution Current Buffer State / ble Bandwidth Duration

Previous 2 I

x Session Quality (Last 24h)

-o- Medium Poor

Source

racks video quality, bandwidth, buffer health, and degradations



Gaming is a huge opportunity

2019 GLOBAL GAMES MARKET

PER DEVICE & SEGMENT WITH YEAR-ON-YEAR GROWTH RATES
newzoo

MOBILE PC
$68.5Bn $35.7Bn

+10.2% YoY

o
EEEEEEEEEEEEEEEEEEEEEEEEE

2019 TOTAL

M $152.1Bn

$54.9Bn

CONSOLE

$47.9Bn g%

#€Arcade

' STADIA

Online gaming is a $150b+ market
Cloud gaming will accelerate growth

HICH LAG/LATENCY

WHY DO GAMERS STOP PLAYING
MULTIPLAYER ONLINE CGAMES?

BAD CAME MECHANICS/POOR CAMEPLAY

46%

POOR MATCHMAKING/NOT ENOUGH PLAYERS

3%

LONG CAME LOAD TIMES

nx

ABUSIVE IN-CAME MESSACES

2

aw

INFREQUENT/BAD UPDATES

PUTS TOO MUCH STRAIN ON HARDWARE/
USES TOO MANY RESOURCES

Network lag degrades experience

CANOPUS



Gameplay Flows and Experience

Active Game Details

Client IP Client Port Server IP Server Port Down Packet Rate Average Jitter 99th Percentile Jit... Duration Status View Plots

129.94.8.204 30918 103.10.125.146 DotA2 30 pps 41.5 mins
149.171.43.85 49160 103.10.125.154 DotA2 30 pps 9.0 mins
129.94.8.173 16270 103.240.227.123 League of Legend... 19 pps 25.0 mins
129.94.8.208 6398 103.240.227.174 League of Legends 48 pps ] 16.8 mins

129.94.8.186 28872 103.10.125.154 DotA2 30 pps 1.1 hours

Previous Page1of7

Selected Game Details Packet Rate . Selected Game Details Packet Rate
PUBG Mobile
Client 1P 131.236.161.205 Jeam Fortress 2 ClientIP 129948249
Server IP 103.10.125.162 3 138.118.174.143
Title DotA2 Team Fortress 2
Packet Rate 64pps Packet Rate 67pps

verge it Ctsms
Average Jitter ems .
o
deasso  mme  temm  wae  werse  wae W om0 w0 10300 ssth ercentie Jitter Casoms.

Dota2 _Team Fortress-2

192600 192690 192700 152730 132800 152830 132900 132930 133000 139030
99th Percentile Jitter ams

Duration
Duration 5.0mins.

1 |
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Tracks gameplay flow tick-rate, server, lag, jitter CANOPUS




Summary

Traffic visibility is achievable using P4-
programmable hardware:

- High-speed, affordable, future-proof

Gaming is a new opportunity for operators:

= Premium gaming experience

- prepare for cloud gaming

Live interactive traffic insights at:
https://canopusnet.com/insights

C/~NOPUS
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