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Data Path Programmability on Network Switches

● What?
● P4 for ASICs
● VHDL for FPGAs

● Who?
● Us!  (The switch vendor)
● Sophisticated customers
● Development partners

● Why?
● That's what this talk is about...
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● More flexible!

● Lower cost!

● More efficient!

● Faster development!

● More strategic!

The Promise of ASIC Programmability

Deploy new features into existing infrastructure!

Reduce cost/power/risk of unneeded features!

Reconfigure one hardware SKU for many use cases!

Reduce new silicon time to market by decoupling features!

Customers gain advantage through custom IP!
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Reality sets in, switch vendor edition

● More flexible!

● Lower cost!

● More efficient!

● Faster development!

● More strategic!

Deploy new features into existing infrastructure!

Reduce cost/power/risk of unneeded features!

Reconfigure one hardware SKU for many use cases!

Reduce new silicon time to market by decoupling features!

Customers gain advantage through custom IP!

●

      ... but it takes years to deploy new network architectures (hardware EOL's)

      ... but niche use cases can't drive volume

 
               ... but diverse roles have diverse port configs => SKU diversity either way

      ... there are other ways to optimize time-to-market for new silicon process

      ... but can they really?
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Reality sets in, end user edition

● How do we divide engineering between system vendor and end user?
● Customer wants "standard switch features plus tweaks"
● How can switch vendors enable customers without sharing our p4 source?
● Fitting a p4 program into an actual ASIC is a major challenge
● Compiler targets the whole pipeline; hard to reserve stages for customers
● We feel there's opportunity for improvement here
● "Multics for the Switch ASIC"???
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p4 for Bare Metal in the Public Cloud

VM VM VM VM

vswitch vswitch

plays the role of "vswitch"
for bare-metal tenants

● tons of NAT (450k)
● tons of tunnels (192k)
● non-std tunnel encap

public cloud

tenant 
hardware
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p4 for stateless load balancing
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p4 for DDOS Mitigation

● document here
● cloud titan partner
● replaces A10 + Router
● external system detects ddos attack, informs our box
● 7170 employs two-level policing towards the VIP

● per-flow
● aggregate
● with a permit-list for known-good flows

● 7170 implements TCP SYN challenge
● simplest: use a bloom filter to drop the first SYN
● better: syn-cookies in hardware!

● Status: POC complete, customer considering it

https://docs.google.com/presentation/d/1tPqa8eKclslrO9Eez-L2W7zoWAmlYugZ14dGl-9w1C0/edit#slide=id.gbb19ebcb08_0_96
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p4 for MAP-T

● RFC 7599 — v4-over-v6 via translation (tunneling encoded in DA/SA)
● Need fancy header field extraction, spoof checking, rewrites
● Some MSP's are big fans

IPv4IPv6

CPE 1

CPE 2

BR

IPv4/IPv6 IPv6 IPv4
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FPGA-based Switches

● We provide IP blocks
● MAC
● L1 muxing
● L2 muxing
● L2/3 switching

● We provide toolchain and SDK
● CLI library
● Library for managing state / config
● Library for talking to FPGA and Switch OS state database

● We provide switch hardware
● Various FPGAs
● Various numbers of ports / L1 muxing
● Some include an L2/3 ASIC too (Jericho2C)
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Arista SwitchApp Profiles

Low-latency Profile

Full-bandwidth Profile

Medium Bandwidth 
Profile

Layer 3 Profile
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Customers Have Done Stuff

● introduce their own risk management controls
● deploy their own trading algorithm
● we built a multi-FPGA box for more elaborate trading strategies
● there are apparently federal applications as well
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Example Customer Use Case: Netnod

● FPGA-based, secure NTP server, Swedish timing service
● Open-source
● We sell devices to Netnod, and they run their application.
● They use our timing IP. 

15
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Traditional
Nextera 
Enabled

So Have Third Party Engineering Partners

● Enyx nxLink: Microwave link management
● muxing with a backup fiber
● finance-specific compression
● space for custom processing logic

● Nextera: Software Defined Digital Video
● transcoding
● picture-in-picture
● scaling
● compression
● color correction
● SRT-to-SMPTE-2110 gateway
● integrated with L2/L3 switching/routing
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Takeaways

● Innovating in the core L2/3 data path is hard and slow going
● Sometimes you can get a jump on things (e.g., MAP-T) but that's rare
● Programmable silicon more useful for L4-7 / niche use cases
● We lack a model for joint development that preserves L2/3 features
● Success with 3rd parties programming FPGAs suggests the market size is 

greater than zero!
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Thank You
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